INTRODUCTION

The first half of the title of this book, Visual Processes in Reading, might seem redundant because reading is necessarily a visual act. However, reading is influenced by nonvisual information. Our concern is with visual processing, but nonvisual information (in many different forms) contributes to our perceptual experience of reading text. The goal of this chapter is to present a theoretical framework for visual information processing in reading and to sample relevant research. After presenting the model, we address the issue of what visual information is used in word identification. The results are consistent with the view that identification of a word depends on processing its component letters. Therefore, it is important to describe the visual information contributing to letter recognition. After considering letter recognition per se, we discuss a way of using visual information to increase the amount of orthographic and phonological information conveyed by letters. Then we return to the observed perceptual advantage for words and consider competing theoretical explanations. In particular, we focus on an account that emphasizes knowledge of spelling regularities (orthographic structure) and an account that utilizes specific words. We evaluate these accounts in terms of how they handle effects of processing time and other variables in word perception tasks. Finally, we close with consideration of effects of the discourse context on word recognition.
FUZZY LOGICAL MODEL
OF PERCEPTION (FLMP)

Within the framework of the Fuzzy Logical Model of Perception (FLMP), visual processing in reading can be conceptualized as a pattern recognition process. Well-learned patterns are recognized in accordance with a general algorithm, regardless of the modality or particular nature of the patterns (Massaro, 1987; Oden & Massaro, 1978). The model consists of three operations: feature evaluation, feature integration, and decision. Continuously valued features are evaluated, integrated, and matched against prototype descriptions in memory, and an identification decision is made on the basis of the relative goodness-of-match of the stimulus information with the relevant prototype descriptions. Prototypes are generated for the task at hand. The sensory systems transduce the physical event and make available various sources of information called features. During the first operation in the model, the features are evaluated in terms of the prototypes in memory. For each feature and for each prototype, feature evaluation provides information about the degree to which the feature in the signal matches the corresponding feature value of the prototype.

Feature evaluation provides the degree to which each feature in the stimulus matches the corresponding feature in each prototype in memory. The goal, of course, is to determine the overall goodness-of-match of each prototype with the stimulus. All of the features are capable of contributing to this process and the second operation of the model is called feature integration. That is, the features (actually the degrees of matches) corresponding to each prototype are combined for each conjunct in logical terms. The outcome of feature integration consists of the degrees to which each prototype matches the stimulus. In the model, all features contribute to the final value, but with the property that the least ambiguous features have the most impact on the outcome.

The third operation is decision. During this stage, the merits of each relevant prototype is evaluated relative to the sum of the merits of the other relevant prototypes. This relative goodness-of-match gives the proportion of times the stimulus is identified as an instance of the prototype. The relative goodness-of-match could also be determined from a rating judgment indicating the degree to which the stimulus matches the category. The three operations between presentation of a pattern and its categorization can be formalized mathematically, but this is beyond the purview of this chapter (but see Massaro & Haxby, 1986; Massaro, 1987). We begin with the study of the visual features that are functional in reading words.

WORD IDENTIFICATION

If the first psychologists from a century ago were to return to life and read our journals, they would be impressed by how much the fundamental questions they proposed remain at the center of research. Some of the first studies gave a surprising result. Subjects could read words under conditions that did not permit the identification of the component letters when they were presented in random letter strings. A great deal of excitement in psychological and educational circles was generated by this work. The research results convinced many people that word recognition was not dependent on the recognition of individual letters. Researchers and educators concluded that words are learned as patterns of unique shapes rather than as unique sequences of letters. If words have unique shapes, readers would learn words in terms of relatively gross properties that define their shapes. We call these properties supratext features because they supposedly are comprised of multiletter patterns and even whole word patterns. This belief was responsible for the whole-word method of teaching reading.

As appealing as the concept of supratext features might be, there is no evidence for this idea (Anderson & Dearborn, 1952; Gibson & Levin, 1975; Huey, 1968). One of the strongest arguments against the idea of supratext features is their small potential contributions to reading. Overall word shape, for example, does not sufficiently differentiate among the words of a language (Oruff, 1975). There is also experimental evidence against the idea of word recognition based on supratext features. It has been shown that words with rare shapes are not more perceivable than those with more common shapes (Paap, Newcombe, & Nohl, 1984). A rare shape means that this shape specifies only one or a few words, whereas a common shape is consistent with many possible words. If word shape is functional in reading, words with rare shapes should have been easier to read.

The role of supratext features has also been evaluated in a number of studies by determining whether mixing the case (McClelland, 1976) or type fonts (Adams, 1979) of letters eliminates the tachistoscopic identification advantage of word over masked letter strings. For example, Adams (1979) studied the tachistoscopic recognition of words, pseudowords very high in orthographic structure, and nonwords very low in structure. The items were presented in a single type font or the items were constructed from a wide variety of fonts. Performance was more accurate for words than pseudowords and poorest for nonwords. Most importantly, the size of the differences among the three types of items did not change when the letters of the items were presented in a variety of type fonts. If supratext features or whole-word cues contribute to the perceptual advantage of well-structured strings, the advantage of the word and pseudoword strings should have been drastically attenuated in the mixed-font presentation.

LETTER RECOGNITION

Although word recognition depends on identification of component letters, several sources of nonvisual information (i.e., orthographic, lexical, and syntactic and semantic) may contribute to letter identification. Therefore, in order to study
letter recognition per se, it is necessary to strip away these individual visual sources of information and study either single letters or strings of unrelated letters. A starting point in the study of letter recognition is the fact that instances of the same letter can vary markedly, depending on the font. In general, researchers have responded to differences between instances in either of two ways.

General Features

One approach is to assume that the features usual in recognition are abstract, general features that apply to varying instances of the same letter. That is, prototypical descriptions for letters would be in terms of general features. For example, Gibson’s (1969) well-known feature list includes general binary contrasts such as the presence or absence of “straight-vertical” and “intersection.” Intersection is present in instances of A and P, and absent in C and U. These contrasts may be important in letter recognition because they are generally applicable and easy for the visual system to detect. However, these features have not been much research on this 20 years that shows that some of these features, perhaps because of the very general level at which such features are (necessarily) specified. One exception is the research examining fuzzy contrasts, in which features are present or absent in varying degrees (e.g., Massaro & Hary, 1986; Oden, 1979).

Recently, the importance of binary contrasts has taken on added meaning in models of object recognition (e.g., Biederman, 1987; Lowe, 1985). For example, Biederman (1987) proposed that objects are represented in terms of their parts, termed “geons,” and geons are identified by detecting a limited number of easily detectable binary or ternary contrasts. Biederman referred to the features as “nonaccidental properties” because they have two important characteristics: They are unlikely to occur by accident, and they remain invariant across changes in viewpoint (see Lowe, 1983; Willingham & Tenenbaum, 1983). These characteristics are important because it is necessary in object recognition to distinguish between image properties that are valid indicators of object properties and image properties that may occur because of an accidental alignment of stimulus features. For example, parallel edges (over small visual angles) are nonaccidental properties because they are much more likely to be caused by parallel edges in the object rather than by caused by accident (e.g., by accidental alignment of nonparallel edges when seen from a particular viewpoint).

Font-Specific Features

A second response to differences between instances of the category is to simply focus on a single font and to assume that features correspond to local parts or global properties within that font (e.g., Keenan & Baggen, 1981; Townsend & Ashby, 1982). This approach has been used more often, and models have been fit with more precision, but it is not clear that a model fit to data from one font will fit data from another font (see Glucksberg, 1983). Several different types of features have been considered in this research. In one study, Keenan and Baggen (1981) used features derived from a multidimensional scaling method. The features ranged from global ones (e.g., “face” right” to local ones (e.g., “horizontal line in center”). In a second study, Keenan and Baggen used segments of numeric values, as on a calculator, as features, supplemented by two global features (“open-left” and “open-right”). Keenan and Baggen showed that, when incorporated into Tversky’s (1977) contrast model, such features predicted confusion data quite well. It is not clear, however, that Keenan and Baggen’s features would be easily detected by the visual system. For example, the feature “line in center” cannot be resolved until spatial relations within the pattern have been established. “Facing right” cannot be established until the parts of the figure that do the facing have been detected.

Font-Specific Tuning

One issue relevant to the two approaches already mentioned is the degree to which the processes underlying recognition become “tuned” to the details that characterize particular fonts. If features are only abstract and general, then varying the font should not matter. However, if tuning occurs, then letter prototypes could be modified for the current font. As a result, letter recognition should be more accurate with target sets of letters of a single font than with letters of two or more fonts because tuning can be more precise with a single font. Sanocki (1987, 1988) examined the recognition of strings of (typically) four unrelated letters in consistent and mixed-font conditions. Results from both a letter-nonletter reaction time task and a backward masking task indicated that tuning occurs. Advantages for consistent font conditions have been quite large in the letter-nonletter task, which requires explicit attention to visual structure (effects typically exceeded 120 ms), but smaller in the masking task, which requires only identification (effects averaged about 3%). These results indicate that recognition can use features that are specific to particular fonts. However, the relative effectiveness of the masking task qualified the extent to which such features contribute to recognition; more general features may be more important.

Global Features

The assumption that recognition involves both specific and general features contrasts with a simpler assumption that features correspond to mutually exclusive segments of letters. In this simpler model, each segment is detected by an independent feature mechanism. Townsend and Ashby (1982) presented letters composed from line segments and obtained reports of letter identity and of the segments perceived. They found reasonably good fits for models that assumed segment features. However, a further prediction is that, if segment-features are
detected independently, than the probabilities of detecting different segments should not be correlated. Townsend and Ashby found that the probability of detecting a given segment increased with the probability of detecting other segments in the letter (see also, Townsend, Hu, & Evans, 1984). These results appear to be inconsistent with the simple-segment model. One way to explain this result would be to assume that, in the initial stages of the letter recognition process, only local features (e.g., overall letter shapes) have been extracted. Segments might then be perceived more accurately when they are contained within accurately perceived global features.

Townsend, Hu, and Kadirov (1988) replicated the intersegment correlations while finding moderately strong support for more detailed predictions of a global-to-local model of letter recognition. In that study, they also found evidence against explanations of the correlations in terms of a periodic waxing and waning of attention (i.e., more or fewer segments are perceived as attention gradually increases or decreases). However, their data do not rule out an explanation of the data in terms of random trial-to-trial fluctuations in attention. That is, a subject's overall performance might fluctuate from trial to trial because of a variety of factors and this variability might be sufficient to produce a positive correlation among feature-detection probabilities. Further evidence against the simple-segment-feature models stems from the fact that when Kadirov and Biederman (1981) used segment features, they found it necessary to supplement the segment features with two global features. Unfortunately, they did not report results for a segment-feature-only model. The importance of global features was demonstrated some time ago in Biederman's (1971) study of confusions between lowercase letters. Biederman found that letters with similar envelopes (enveloping outlines) were more likely to be confused.

Some global features may correspond to lower spatial frequency components of the stimuli. Gervais, Harvey, and Roberts (1984) analyzed letters into their spatial frequency components and then filtered the results to attain higher spatial frequency components (the filter was based on contrast sensitivity functions). The resultant "internal representations" were then used to predict confusions and did so with extremely high success (and with more success than a template or feature-based model). However, it is important to note that although models such as Gervais et al.'s have few free parameters, the internal representations assumed are quite complex. For example, the frequency analysis for each letter used as input a $50 \times 45$ cell array ($7,250$ cells in total) and the results of the analysis were represented in arrays of (apparently) similar complexity. In contrast, feature-based representations were simpler, consisting of binary values on a small set of features.

Although global features in the low-pass stimuli of Gervais et al. are not detailed, other global features could involve more detailed relations between parts of letters. Sanocki's (1991a) results are contrary to the impression of letter recognition given in many textbooks. Many texts contain a figure showing a wide variety of different font instances of a letter, all or most of which can be recognized. This demonstration is then taken as evidence that letter recognition is a general process that can handle a variety of instances. However, the differences obtained by Sanocki between normal and abnormal letters indicate that instances are not equally recognizable. Less typical patterns are more difficult to recognize, perhaps because they provide relatively poor matches for details of internal prototypes developed through years of experience.

The previous data indicate that some aspects of recognition may rely on detailed feature information. This might seem contrary to models assuming general contrastive features such as those of Gibson and Biederman. However, further consideration of object recognition also implicates more specific features. Although Biederman (1987) emphasized simple nonaccidental features such as "straight versus curved," such properties do not seem to provide sufficiently strong constraints for object recognition. Many objects have multiple geons and many edges, and any given edge can participate in many relations with neighboring edges. Simple contours such as "straight (vs. curved)" would not constrain the assignment of edges to geons, meaning that an edge may be wrongly combined with edges from other geons. On the other hand, somewhat more complex, relational properties such as vertice type (e.g., arrow vertice or fork vertice) put stronger constraints on geon identity because they can participate in only a limited number of relations with neighboring edges. Thus, in more recent computational work, vertice-types have played important roles (Ullman & Biederman, 1992). Consistent with the apparent importance of vertice-types, Edan and Rensink (1990, 1991) studied them in search tasks and obtained evidence that they are detected easily and in parallel ("pre-attentively visible"; Treisman &
Furthermore, consistent with the importance of details of letter form, Einar and Reindahl found that vertices with less typical details (e.g., 60 rather than 90 degree angles) are not perceptually visible.

Further data on object recognition indicate that, as in reading, the perceptual system uses multiple sources of information, with the importance of a given type of information depending on its strength. In contrast to models in which only edge information is assumed to be used, Price and Humphreys (1989) found that surface details (e.g., color and shading) also contribute to recognition. The importance of each information increases with objects from categories with many visually similar members, because edge or shape information is less distinctive within such categories.

Integrating Features

In sum, letter recognition may involve a mixture of different features: Local features corresponding to specific letter parts and relations between parts, as well as both specific and more general global features. The type of features used may depend on visual conditions (e.g., length of eye fixation and quality of type). Also, many theorists believe that the type of features detected might vary during the process of recognition, with more general global features being detected first, followed by increasingly precise and more local features. Several types of evidence are consistent with this claim (e.g., Kneller & Chignell, 1985; Lupsse, 1979; Townsend et al., 1988), but research has only begun to directly address the constancy of information processed across the time course of recognition (Kwok, 1991; Sanocki, 1991b). These features must be integrated together to achieve accurate letter recognition (see Oden, 1979, and Massaro & Hary, 1986). for an empirical and theoretical analysis of how features are integrated in letter recognition.

LETTERS AND SOUNDS

The process of recognizing letters in words appears to use multiple sources of information, including information about spellings and phonology (Wencky & Massaro, 1987). The extent to which a source of information will be used depends on its informativeness; in general, the least ambiguous source will have the largest effect. For skilled readers and familiar words, the extraction of visual letter information may be so quick that other types of information will not have an influence. However, with more difficult words or with beginning readers, non-visual sources of information may become increasingly important. For example, phonological information resulting from the encoding of letter-to-sound correspondences may be useful for beginning readers.

Because of complexities of the English language, the spelling-to-sound translation of any given letter is often ambiguous. For example, c has a different sound in cat and city. Such ambiguities can be very troublesome for beginners. One way to reduce the ambiguity is to increase the amount of visual information associated with letters—that is, to modify the alphabet. For example, in the Initial Teaching Alphabet (I.T.A.; Pittman & St. John, 1959), new symbols are added to the alphabet so that each unique letter sound has its own symbol. Also, the spellings of many words were "regularized" by giving them new spellings. Although the I.T.A. was once widely used, it ran into serious problems. Most important was the fact that students who learned with the I.T.A. experienced great difficulty transferring to the traditional orthography (see, e.g., Downing, 1967).

However, it is important to note that alphabet modification follows from underlying assumptions about the reading process, and the assumptions underlying the I.T.A. are now known to be incorrect. In particular, Pittman subscribed to the aforementioned belief that words were recognized as whole units, and thus, that individual letters played little role in reading beyond preserving word shape (Pittman & St. John, 1959). Pittman allowed some sounds to be represented by new patterns that bore no resemblance to the old ones beyond shared envelope.

Quite different assumptions can be used to motivate alphabet modification. One example is the Graphophonic Alphabet (GA; Sanocki & Rose, 1989/90), in which different sounding versions of the same letter are distinguished by more modifications of the letter's form. Because the more global properties of the letters remain unchanged, a modified letter should first be identified as an instance of the original letter. In addition, the modifications should become clear as the details of the instance are processed. The modifications correspond to how the appropriate sound is produced, and thereby provide cues to the letter's phonological status. As can be seen in Fig. 7.1, for example, the hard c sound is signified by a closure at the back of the mouth, which corresponds to the closure in the throat used to make the sound. Soft c on the other hand is signified by an open position at the front of the mouth. Similarly, hard g has a closure at its back, whereas soft g is pronounced with an open mouth. The difficulty of transition to the traditional orthography should be minimized because the modified letters are similar to the traditional letters and because the
7.2. Although the visual information available about the last letter of the first word is the same as the first letter of the second word, the contribution of what one knows about the valid spelling patterns in English text demands that they be interpreted in different letters. (This knowledge is sometimes referred to as redundancy, because it reduces the number of valid alternatives a particular visual configuration can possess.) In reading, we would expect that this knowledge of English spelling would enable us to extract meaning from a page of text without analyzing all the visual information present or to identify words even when some of the visual information is incomplete or fuzzy.

Orthographic structure refers to the fact that a written language, such as English, follows certain rules of spelling. These regularities prohibit certain letter combinations and make some letters and combinations much more likely in certain positions of words than others. It is only natural that readers would use this information in letter and word perception. Concern for orthographic structure in reading has occurred only recently. An important question is the nature of a reader's knowledge about orthographic structure. It is possible to distinguish between two broad categories of orthographic structures: statistical redundancy and rule-governed regularity (Venezky & Masius, 1987). The first category includes all descriptions derived solely from the frequency of letters and letter sequences in written texts. The second category includes all descriptions derived from the phonological constraints in English and written conventions for writing words as sequences of letters. Although these two descriptions are highly correlated in written English, it is possible to create letter strings that allow the descriptions to be orthographically varied. Given these strings as test items, perceptual recognition tasks have been carried out to decide which general category seems to reflect the manner in which readers store and utilize knowledge of orthographic structure.

Venezky, Taylor, Venezky, and Lucas (1989) contrasted specific statistical-redundancy descriptions with specific rule-governed descriptions by comparing letter strings that varied orthographically with respect to these descriptions. The statistical redundancy measures were summed over single-letter frequency, bigram frequency, and log bigram frequency. The rule-governed regularity measures were various sets of rules based on phonological and structural constraints. In a typical experiment, six-letter words and anagrams of those words were used as test items. The anagrams were selected to give letter strings that represented the four combinations formed by a factorial arrangement of high or low frequency and regular or irregular orthographic structure. In a series of experiments utilizing a target-search task, subjects were asked to indicate whether or not a target letter was present in those letter strings. Both accuracy and reaction time measures indicated some psychological reality for both frequency and the regularity description of orthographic structure. The results of these studies provided evidence for the utilization of higher order knowledge in the perceptual processing of letter strings. Lexical stems, orthographic regularity,
can be considered to favor neither $a$ or $e$. The first remains an insalubrious context whether $e$ or $e$ is present, and the second is orthographically admissible for both $a$ and $e$. Four analogous contexts were used for presentations of the test letter in each of the other three positions of the four-letter string.

The experiment factorially combined six levels of visual information with these four levels of orthographic context, giving a total of 24 experimental conditions (Massaro, 1979). The bar length of the letter took on six values: from 2.5 to 2.0 prototypical $e$. The test letter was presented at each of the four letter positions in each of the four contexts. The test string was presented for a short duration followed by some short interval by a masking stimulus composed of random letter features. Subjects were instructed to identify the test letter as $a$ or $e$ on the basis of what they saw. Figure 7.3 gives the probability of judgments in the task. Both the test letter and the context influenced performance in the expected direction. Further, the effect of context was larger for the more ambiguous test letters along the stimulus continuum.

This study also evaluated context effects as a function of processing time.
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**FIG. 7.3.** Observed (points) and predicted (lines) probability of a identification as a function of the bar length of the test letter, the orthographic context, and the processing interval between the onset of the test stimulus and the onset of the masking stimulus for the dynamic FLMP model (results after Massaro, 1979; predictions from Massaro & Cohen, 1981).
controlled by the time between the test display and a backward masking stimulus. The masking stimulus was composed of nonsense letters created by selecting random feature strokes from the letters of the alphabet. Performance was more efficient in the sense of being more natural and giving a more restricted range of response probabilities at the shorter masking intervals. That is, less processing time leads to less orderly behavior— as expected from research on the time course of perceptual processing. Even for prototypical test letters, subjects did not make consistent identification judgments at the shorter masking intervals. According to the FLMP, there was not sufficient time for feature evaluation and integration to take place before the onset of the masking stimulus.

Both the test letter and the context influenced performance at all masking intervals. The effect of test letter was accentuated at the short relative to the long processing time. That is, the identification function crossed a larger range across the e-c continuum with increases in processing time. Context has a significant effect at all masking intervals. In fact, the context effect was larger for the prototypical test letters at the short than at the longer masking intervals. This result followed naturally from the trade-off between stimulus information and context in the FLMP. Context has a larger influence to the extent the stimulus information is ambiguous. We now discuss the tests of the FLMP and IAM against these results.

Tests of the FLMP and IAM

Massaro and Cohen (1991) extended the FLMP to account for the time course of perceptual processing. They assumed that feature evaluation would follow the same negatively accelerating growth function found in backward recognition masking tasks. The backward masking function can be described accurately by a negatively accelerated exponential growth function of processing time,

\[ d' = \alpha (1 - e^{-\theta t}) \]

where \( d' \) is an index of resolution of the target. The parameter \( \alpha \) is the asymptote of the function and \( \theta \) is the rate of growth to the asymptote. The function positively describes feature evaluation and can be conceptualized as representing a process that resolves some fixed proportion of the potential information that remains to be resolved per unit of time. The same increment in processing time results in a larger absolute improvement in performance early relative to late in the processing interval.

Early in feature evaluation, the perceiver would have some information about each feature (dimension), but the information would not be sufficient to inform the perceiver about the identity of the stimulus. Integration of the separate features (dimensions) would be continuous and would be based on the outputs of feature evaluation. Similarly, decision (and thus response selection) could occur at any time after the stimulus presentation. For example, a response could be initiated before sufficient information is accumulated—as might occur in speed-accuracy experiments.

Following the theoretical analysis of backward masking, a masking stimulus would terminate any additional processing of the test stimulus. The dynamic model given by Equation 1 can be combined with the IAM to describe how multiple sources of information are evaluated and integrated over time. The output from evaluation would be fed continuously to the integration process—which would operate as assumed in the IAM. Integration outputs would be fed forward to the decision process, which would compute the relative goodness of each of the alternatives. In the backward masking task with unlimited response times, it seems reasonable to assume that the decision is made only after evaluation of all sources of information is near asymptote. That is, less processing time leads to less orderly behavior—as expected from research on the time course of perceptual processing.

This dynamic FLMP was tested against the results (Massaro & Cohen, 1991). Given the four masking intervals in the task, it is possible to describe performance in terms of the change in feature information and orthographic context across the four masking intervals. Eleven free parameters are required for the fit of the FLMP: the rate of growth of the functions and 10 asymptotic values for the 10 functions from the 5 levels of stimulus information and the 4 levels of context. The fit of the model was very good; the root mean square deviation (RMSD) between the observed and predicted points was .0501.

Massaro and Cohen (1991) also fit a variety of stochastic IAM models to the data (see McClelland, 1990). To bring the model in line with the empirical results of Massaro (1989), McClelland (1990) modified the original interactive activation model by allowing variability at the input and/or during each processing cycle and changing the decision rule from a relative goodness rule to a best one wins rule. The topology of the network tested by Massaro and Cohen (1991) is designed to account for the effects of both the target letter and the orthographic context in the Massaro (1979) study. The network assumes three layers of units: CONTEXT, TARGET, and WORD. There were two-way connections between the CONTEXT and WORD units and the TARGET and WORD units to reflect interactive activation. It was also assumed that the mask terminated further processing, as in the fit of the dynamic FLMP. This model also required 11 free parameters—10 for the inputs corresponding to the 5 levels of stimulus and 4 levels of context and 1 parameter that translates processing time in the number of processing cycles. The RMSD obtained for this model was .1152, about twice that found for the dynamic FLMP. Thus, the orthographic-knowledge account of the FLMP gives a much better description of the results than the specific-word account of interactive activation.

These results provide a dramatic falsification of the need for interactive activation in word recognition in reading. In the IAM, context modifies the representation of the target letter. As shown by the good description given by the
A WSE occurs because top-down connections from the word level to the letter level allow context to modify the representation at the letter level. Although the model can account for many of the existing results on the WSE, it is important to stress that interactive activation is not necessary to account for these results. The FLMP, for example, does so without interactive activation. In the FLMP, context operates independently of feature analyses, simply by providing an additional source of information (Massaro, 1984). We now describe a strong test of the FLMP's description of the WSE.

Backward Masking, Lateral Masking, and the WSE

Johnston and McClelland (1979) found a WSE over letters when the test display was followed by a mask, but not when no mask was presented, and offered three possible explanations. Massaro (1975) explained this effect in terms of the trade-off between the positive contributions of orthographic context and the negative effect of lateral masking. To test this explanation, Massaro and Klitko (1979) employed four types of display in the Reicher-Wheeler task: words, nonwords, letters, and letters flanked by dollar signs. On each trial, one of these test
must necessarily correlate each other and only a quantitative model can be reasonably tested against the results.

The dynamic FLMP not only predicts a WSB, it predicts a subtle interaction between the WSE, backward masking, and lateral masking. In the FLMP, given a test letter alone, only a single source of information is evaluated. Given a test word, two sources of information are evaluated and integrated. Thus, the test word will tend to accumulate more information over time than the test letter, and a WSB should be observed. This instantiation of the FLMP can predict that two sources of information can lead to better performance than just one. If the visual information about the test letter is presented in a word or nonword context, an advantage for words over nonwords is predicted. This prediction is consistent with the observed results. At asymptote, the letter presented alone gave better performance than the letter presented in a word. The model also predicts a word advantage over single letters with a masking stimulus at short SOAs, but not at long SOAs and when no mask is presented.

Performance in the nonword and letter-in-dollar-signs conditions was poorer than in word and letter-alone conditions. Performance in the former displays suffers because of lateral masking and the lack of a benefit from orthographic context. These results were predicted using the same free parameters values that were used to describe the letter and word conditions.

The interaction of the WSE with SOA is an important result because it reflects the interaction of contextual or contextual influence with two sensory influences (perceptual processing time and lateral masking). Massaro and Cohen (1991) showed that the dynamic FLMP captures the observed results in a direct and consistent manner by accounting for the influences at the appropriate levels of processing. The components of the FLMP reflect the contributions of lateral masking, backward masking, and orthographic context.

The research appears to support the reader's use of spelling regularities in word identification. A potentially problematic result was obtained by Johnston (1978), who found no effect of lexical constraint in test words in the Reicher—Wheeler task. Lexical constraint refers to extent three of the four letters reduces uncertainty about the fourth letter (e.g., the extent to which 'ship contains s' versus the extent to which 'iink contains s'). This result appears to question the assumption that the word context provides an additional source of information. Analogously, to Paap, Newsome, McDonald, and Shanahan (1982), we do not find Johnston's results troublesome. He calculated lexical constraint based on the assumption of complete knowledge of the three-letter context and no knowledge of the fourth letter. This analysis might not correlate with the actual constraints when only partial information about the test and context letters is available. Paap et al. provide evidence that the lexical constraint between Johnston's high and low constraint words does not differ when partial information is assumed to be available at each letter position. Paap et al. reanalyzed the results from the individual words in Johnston's experiment and found that lexical con-
WORLD IN CONTEXT

Just as orthographic and lexical information can influence identification of letters, the identification of words can be influenced by syntactic and semantic information in the discourse context. However, the literature on context effects is conflicting; some experiments have obtained large advantages for words in an appropriate context (e.g., Sanocki & Oden, 1984; Tulving & Gold, 1963) but others have not (e.g., Fischler & Blohm, 1979; Steinbach & Weis, 1983). However, these negative findings can be attributed to limitations in the methods used for measuring context effects. Often, the effects of information in a sentence context is gauged by presenting an incomplete sentence followed by a target word that completes the sentence appropriately or inappropriately. However, the occurrence of incongruous context-target relations invalidates the context information, with the result that subjects may use it less than otherwise (Sanocki & Oden, 1984). If only congruous context-target relations are used, advantages of an appropriate context increase, a result that obtains when word processing is measured with a lexical decision task (Sanocki & Oden, 1984) and with a naming task (Nusair, 1987).

A more subtle problem with many context-effect studies is that the target word is presented in isolation and must be processed immediately. In contrast, during normal reading the processing of a word may be cascaded, beginning as peripheral information is picked up and sometimes Ending when the word's meaning is resolved, after fixation has moved beyond the word (see Sanocki et al., 1985). Therefore, it may be important to study context effects occurring when subjects can read whole sentences and phrases. In one such study, Sanocki et al. (1985, Experiment 3) compared the efficiency of processing words when either lexical, semantic, or both lexical and semantic information could be used. Subjects scanned word strings for violations, defined as either a nonword within a scrambled sentence (in this case, only semantic information can be used), or an incorrect word in an otherwise meaningful sentence (semantic information only can be used), or a nonword in a sentence (both lexical and semantic information can be used). Subjects were faster in the third condition than when they used both lexical and semantic information. More importantly, comparisons of the reaction time frequency distributions for the three conditions indicated that the advantage in this condition was greater than would be expected from a horse race in which the fastest of autonomous lexical and semantic processes was chosen (e.g., Forster, 1979). The results are consistent with the idea that lexical and semantic information were conjoined during the process, and with the general claim that two sources of information are better than one.

CONCLUSION

We have seen that visual processes are fundamental to reading letters and words. In addition, the perceptual processing of text is greatly facilitated by nonvisual information. The nonvisual information supplements the visual information and improves performance relative to the situation with just visual information. The IAM incorrectly predicts that nonvisual sources modify the representation of the visual sources rather than adding just an independent source. The results are nicely described by the FLMP, which predicts that two sources of information are more informative than just one. The FLMP is also able to account for the temporal course of perceptual processing of visual and nonvisual sources of information.
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